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 This study aims to implement an IoT-based security system with 
character recognition (OCR). The OCR system utilizes a webcam and 
the KNN method to recognize vehicle license plate text in real-time. 
This prototype was tested using six samples of the latest Indonesian 
license plates. The character detection process involves steps such as 
capturing images from the webcam, preprocessing images to improve 
contrast and convert them to grayscale, and applying calibrated 
transformations. Image inversion and thresholding are performed to 
separate characters from the background. Character segmentation and 
filtering criteria are also performed to clean the character image from 
noise and remove inappropriate backgrounds. The detected characters 
are identified using Region of Interest (ROI) detection to ensure the 
validity of the characters. The validated contours are sorted from left 
to right to form the complete license plate number. Subsequently, 
KNN implementation is used to recognize the detected characters. 
Test results indicate that the KNN-based webcam license plate 
detection system, with K set to 1, performs well and achieves a 
sufficiently high level of performance. Testing at camera-to-license 
plate distances of 60 cm, 70 cm, and 80 cm shows an average accuracy 
rate of 100% within 5 seconds. This research contributes to the 
development of an efficient and accurate vehicle license plate 
recognition system for various applications, including parking 
systems and access control. 
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1. Introduction  

The rapid expansion of urban populations and increased vehicular mobility in Indonesia have contributed to 
a notable surge in the number of registered motor vehicles. While this development reflects infrastructural and 
economic growth, it also introduces critical challenges concerning vehicular security, particularly the persistent 
issue of vehicle theft. To address these challenges, there is an increasing reliance on intelligent automated systems 
that incorporate both hardware and software for access control and surveillance. Among such systems, automatic 
gate mechanisms integrated with access cards and vehicle license plate recognition technology have emerged as 
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promising security solutions [1]. 
At the core of these systems lies Optical Character Recognition (OCR), a digital image processing technique 

that converts printed or handwritten characters into machine-encoded text. When combined with imaging devices 
such as CCTV cameras or webcams, OCR enables real-time recognition of vehicle license plates, facilitating 
applications in toll collection, automated parking, traffic law enforcement, and smart access control [2][3]. Digital 
image processing is applied as a process of manipulating or editing images digitally. One form of digital image 
processing is Optical Character Recognition (OCR). OCR is a technology that recognizes and converts printed or 
handwritten text into a digital format, performed by a computer [4]. Meanwhile, tools for recording text using a 
camera are available. Webcams in OCR enable real-time text recognition, allowing them to be used in various 
automation systems. This application, commonly referred to as Automatic Number Plate Recognition (ANPR), 
eliminates the need for manual data entry, thereby reducing human error and enhancing system efficiency. 

Despite the growing deployment of ANPR systems globally, several challenges remain, particularly in 
achieving high recognition accuracy under diverse lighting conditions, plate rotation, skewed alignment, and font 
variability. To overcome these issues, machine learning-based classification methods have been adopted in the 
OCR pipeline. Among them, the K-Nearest Neighbor (KNN) algorithm is notable for its simplicity and 
effectiveness in pattern recognition [5]. KNN is a non-parametric, instance-based algorithm that classifies data 
points based on their proximity to labeled training samples in the feature space. Its low computational complexity 
and resilience to noisy input make it particularly suitable for OCR tasks in constrained or embedded environments 
[6]. 
Recent studies reinforce the effectiveness of KNN in OCR-based license plate recognition. For instance, Purwanto 
demonstrated that KNN achieves high character recognition accuracy (>93%) when applied to Indonesian license 
plates, even under real-world variations such as lighting inconsistency and low-resolution imagery [7]. Meanwhile, 
the evolution of deep learning models, such as YOLOv4 and YOLOv5 for license plate localization, combined 
with Convolutional Neural Networks (CNNs) for character classification, has further enhanced the performance 
of ANPR systems. Park et al. developed an integrated model capable of both vehicle type recognition and license 
plate decoding using YOLOv4, achieving state-of-the-art performance in real-time applications [8]. Moreover, 
Haryanto et al. conducted a comparative analysis of OCR performance between old and new Indonesian plate 
formats using deep learning, obtaining F1-scores exceeding 97%, thereby underscoring the necessity of adapting 
OCR methods to the changing regulatory plate standards [3]. 

While deep learning models offer high accuracy, their implementation often requires significant 
computational resources, making them less feasible for lightweight applications. In contrast, KNN-based OCR 
systems provide a practical and cost-efficient alternative for deployment in residential gate systems, parking 
facilities, and other embedded platforms. Accordingly, this study aims to design and evaluate an OCR system for 
Indonesian license plates using the KNN method, encompassing key stages such as image acquisition, 
preprocessing, character segmentation, feature extraction, and classification. OCR uses the KNN (K-Nearest 
Neighbor) method to detect characters on license plates. KNN is a method used to classify objects based on training 
data that is closest in distance to the object in question [9]. This work not only contributes to the national literature 
on vehicle security but also offers a scalable solution for smart transportation infrastructure.  

 
2. Related Work 
2.1. Optical Character Recognition (OCR) 

According to N. Ali, OCR is a field of computer science that covers the process of reading text from 
images or pictures and converting it into a form that can be manipulated by computers, such as ASCII code [4]. 
OCR is the process of reading text from printed or scanned handwritten documents. Currently, OCR is applied in 
the capture of filled-out forms, passports, ID cards, license plates, and other documents. Not only in desktop 
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applications, but also uploading or capturing images, OCR is widely applied on smartphones. The quality of the 
input image is the primary factor affecting recognition performance and influencing the accuracy of OCR [10]. 
OCR methods are divided into several working arrangements [11]: 
1) Reset image (Auto Deskewing). Will reset the image to correct any skew if the scan results show skewing. 

The goal is to make the image straight. 
2) Analysis. The software performs analysis and separates the text from the image in the image file. 
3) Automatic orientation adjustment. The software selects a section of the image file and recognizes the correct 

orientation of the text. The image is then rotated as specified. 
4) Single-character separation. The software separates each character in the image, creating separate characters 

for numbers and letters. 
5) Image identification. The software recognizes each separated character and compares it with the software 

database. This is done to determine the corresponding letters or numbers. 
6) Recognition output results. After the image has been converted into letters or numbers, the software generates 

a final file in a text format such as .docx, .txt, or .xlsx, according to the previously specified settings. 
Before the existing data can be used, it must be processed using the Optical Character Recognition 

algorithm. First, the data will be processed through several stages of data processing. 

 
Fig 1. OCR Workflow Diagram [12] 

 
1) Data Capture Stage. The process of converting an object/document into a digital image file [13]. 
2) Preprocessing Stage. This stage aims to separate single characters from scanned text with good image quality 

and clarity, thereby facilitating the character recognition process [14]. 
3) Segmentation Stage. Grouping the observation areas of each character to be recognized separately [13]. 
4) Normalization Stage. The font thickness dimension will be changed using the scaling technique [13]. 
5) Feature Extraction Stage. Aims to identify the characteristics of patterns that are significant and differ 

significantly traits characteristics, thereby enabling accurate classification [14]. 
6) Character Recognition Process Stage. After character patterns are converted into vector values, the next 

challenge is how to combine or classify characters with similar valuable vectors. To overcome this problem, 
a classification process is used, which is the core of the OCR process, focusing on grouping representations. 
The OCR process focuses on the representation and grouping of characters based on their valuable vectors 
[14]. 

7) Post-Processing. Even the most advanced character identification systems often make mistakes, which means 
that not all characters that are read can be correctly converted to the characters they should be. Therefore, this 
stage is conducted to enhance the accuracy of OCR. [14]. 
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2.2. K-Nearest Neighbour (KNN) 

This method is a machine learning technique in pattern recognition. This algorithm is considered one of the 
10 most influential data mining algorithms in the research community [15]. According to Thirumuruganathan in 
[16], K-Nearest Neighbor is a non-parametric algorithm, which means it does not require any assumptions about 
its environment. The number of parameters in KNN depends on the amount of training data. Classification using 
KNN involves calculating the average or majority distance of the test vector to its neighboring training vectors.  

KNN is a classification method. It classifies new query instances based on the nearest distance by comparing 
the data to be evaluated with its nearest values from the nearest candidates, which are generally determined by the 
previous k parameter. The purpose of using this method is to classify new objects by comparing their attributes 
with existing training data.  

Classification is performed in a model-free manner, meaning it is based solely on the existing training data’s 
memory. The algorithm works by classifying test data into specific classes based on the number of nearest 
neighbors using Euclidean distance calculations. In the calculation, the distance between the test data and the entire 
dataset, including its class labels, is stored in a vector, which is then sorted based on the shortest distance [17].  
 
3. Methodology 

The system is designed to detect objects in license plate images captured in real time using a webcam. 
Characters in the object image will be identified using the KNN (K-Nearest Neighbors) method in OCR 
technology. The KNN method was chosen because it is capable of producing a high level of accuracy in image 
detection. 

 
Fig 2. License Plate Detection Flowchart 

 
4. Results 
4.1. Discussion of Algorithms KNN 
4.1.1 Character Detection 

The flowchart in the image below shows how training data images are entered into a folder that will later be 
used for training. After obtaining the training data, the next step is to capture images using a webcam. The character 
detection process involves several steps, including image preprocessing, identifying contours that may represent 
characters, finding matching character groups, removing overlapping characters, and finally recognizing the 
characters using the KNN algorithm. 
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Fig 3. Overall flowchart of the detection system 
 
The following is an explanation of the steps in the image above: 
1) In the first step, adjust the transformation and preprocessing parameters using the trackbar provided. By using 

the trackbar, users can adjust the calibration values and parameters to improve the accuracy and quality of the 
image processing performed by the program. 

2) Prepare a training dataset containing characters on vehicle license plates. The character recognition model 
will be saved in a .txt file. 

3) Use the OpenCV library to capture images from the webcam. Perform preprocessing on the image by 
converting it to grayscale and enhancing the contrast. Apply the calibrated transformation from the first step. 

4) Inverting the preprocessed image, so that when thresholding is performed, pixels darker than the pixel 
threshold are considered part of the character (object) and converted to black, while pixels lighter than the 
pixel threshold are considered background and converted to white. This results in the characters appearing 
black in the binary image, while the background appears white. 

5) Perform character segmentation, such as thresholding or edge detection, to separate the characters on the 
license plate. Character segmentation will ensure that the separated characters are well separated, no characters 
are lost or merged, and no noise is mistakenly considered as characters.  

6) Apply filtering criteria to the segmented characters. Clean the character image of noise, remove the 
inappropriate background, or correct the character shape.  

7) Detect the vehicle license plate in an image and extract the license plate image from the original image.  
8) Implement character detection techniques, such as character segmentation or template matching, to identify 

characters on the license plate.  
9) Use the character recognition model trained in step 2. 
10) Arrange the detected characters in the correct order to form the complete license plate number. 
11) Display the detected license plate number on the layer. 

 
4.1.2. Detection ROI (Region Of Interest) 

Validated contours will be sorted from left to right. The contour detection process in an image serves to 
identify and find contours or closed shapes in a binary image. Contour criteria are provided to validate whether a 
contour is considered valid or not, with aspect ratio as a potential valid characteristic, where the contour area is 
greater than 80, width > 2, and length > 8, as well as an aspect ratio with length divided by width between 0.25 
and 1. 

Once the contours are found, specific contours or areas can be selected as the region of interest (ROI). The 
program performs character recognition to identify numbers in the image using the K-Nearest Neighbors (KNN) 
algorithm. 
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4.1.3. Classification K-NN 
The KNN classification process involves recognizing characters that have been detected through the 

previous method. The training data is in the form of a .txt file. This data will be used to train the KNN algorithm, 
enabling it to be applied for character recognition. The detected characters are resized to a specified size (20x30 
pixels) and reshaped into a 1D numpy array vector, converting the previously integer array into a float format [18].  

This reshaping process is performed to ensure that the data conforms to the format required by the KNN 
method. The training data and labels must be in the appropriate format. By reshaping, we ensure that the data will 
have the correct form and can be used correctly by the KNN model. Determine the value of k and calculate the 
nearest neighbor distance. Each detected character is compared with the training data. 

  

 
Fig 4. KNN Classification Flowchart [18] 

4.1.4. Webcam Display 
The following is the webcam display on the system that was created. This display contains video frames 

that are being processed in color (RGB: Red, Green, Blue) format, allowing it to be used for the webcam display 
in the program, where the license plate will appear on the webcam display. Then, the display from this webcam 
will be further processed through the preprocessing and vehicle license plate detection stages. 

 
Fig 5. Webcam Display on License Plate 

The green box is drawn around the area considered to be the ROI, which is the area around where the license 
plate is likely to be located. This green box provides a visual indicator to show the potential location of the license 
plate in the image. Its function is to provide a clear visualization of the detected vehicle license plate in the image, 
making it easier for users or monitors to identify the relevant area during the vehicle license plate detection process.  

The red box serves as a visual indicator to show the position of the detected license plate within the image. 
The purpose of this red box is to provide a clear and prominent visualization of the detected license plate in the 
image. Meanwhile, the text on the license plate is colored yellow to display the characters of the detected vehicle 
license plate over the original image. This function helps in visualizing the characters of the vehicle license plate 
that have been successfully identified. 
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4.1.5. Grayscale Display 
The following is a grayscale display. It is used as one of the stages in preprocessing in the vehicle license 

plate detection system in this study. The purpose of the grayscale display is to convert the input image from a color 
format to a grayscale format that contains only grayscale levels, eliminating color information. This display can 
then be used in the preprocessing or vehicle license plate detection stages. 

 

Fig 6. Grayscale display of License Plates 
4.1.6. Threshold Display 

The threshold display in the image below illustrates the results of the thresholding process applied to the 
original image. The thresholding process separates objects from the background based on the grayscale level of 
the pixels and is one of the stages in preprocessing. 

In the context of vehicle license plate detection in this study, this is done by inverting the colors in the 
grayscale image. In this context, the original grayscale image has a black background and white license plate 
characters. However, the character recognition algorithm used requires black license plate characters and a white 
background to align with the latest Indonesian vehicle license plate regulations set by the National Police Traffic 
Corps (Korlantas). Therefore, by inverting the image colors, the background becomes black and the license plate 
characters become white, facilitating the character recognition process.  

 

 
Fig 7. Threshold Display on License Plate 

 

4.2. License Plate Testing Data Results 
In processing image data using the KNN algorithm, the system successfully detected the majority of the 

license plates tested. Nine license plates were tested. The accuracy level column is the result of 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦	𝐿𝑒𝑣𝑒𝑙 = 	!"#$%&	()	*%+(,-./.(-	*%0"1/0
!"#$%&	()	2%3/0	(-	415/%

	× 100%	[19]. The following is a table of test results from several 

plates with predetermined distances and a duration of 5 seconds: 
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Fig 8. Results of license plate detection testing from a distance of 60 cm 

 
Fig 9. Results of license plate detection testing from a distance of 70 cm 

 
Table 10. Results of license plate detection testing from a distance of 80 cm 

 
Based on figure 8, 9, and 10, the tests conducted with the specified parameters, it was found that the optimal 

parameters are a Gaussian Filter parameter with a threshold value of 255 and a value of k = 1, achieving an accuracy 
rate of 100%. The accuracy rate obtained from distances of 60 cm, 70 cm, and 80 cm with a time interval of 5 
seconds resulted in an average accuracy rate of 100%. From these three distance comparisons, the ideal distances 
for camera placement and vehicle positioning are evident. The Gaussian filter is preferable because it works by 
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blurring or reducing noise in the image.  
The result of this operation is a smoother image with reduced noise, making it more suitable for subsequent 

processes such as segmentation or object recognition. The threshold value analysis is based on the RGB values 
converted to grayscale, with the condition that the resulting grayscale image resulting from the conversion is 
inverted (i.e., the pixel values are reversed). This is done to convert the image into a negative (inverted intensity), 
where pixels with high intensity become low intensity, and vice versa.  

The purpose of this step is to help distinguish between the characters and the background of the license plate 
during the thresholding process. In this case, a license plate with black characters and a white background is used. 
However, it is essential to note that using a high threshold requires sufficient light intensity, meaning it should 
neither be too bright nor too dark. If the light intensity is too high/bright, the characters will become unreadable. 
When the threshold value is too high, the resulting binary image will have a larger white area and a smaller black 
area. This causes the loss of details in the image, including thin lines, textures, and other essential elements. 

 
5. Conclusions and Recommendations 
5.1. Conclusions 
Based on the tests conducted, several conclusions were drawn: 
1) The webcam, as an OCR tool utilizing the KNN method, has successfully recognized and detected vehicle 

license plates in real-time for a dual security system, in addition to RFID access cards. 
2) Based on testing with the specified parameters, it was found that the optimal parameters are a Gaussian Filter, 

a threshold value of 255 and a k value of 1, yielding an accuracy rate of 100%. The accuracy rate, measured 
at distances of 60 cm, 70 cm, and 80 cm with a 5 second time interval, yielded an average accuracy rate of 
100%. 

3) The ideal distance for camera placement and vehicle position is between 60 and 80 cm. 
 

5.2. Recommendation 
Based on the tests that have been conducted, the following recommendations can be made: 
1) Sufficient lighting intensity during license plate recording; if there is too much light, it will result in a lack of 

accuracy in detecting the characters on the license plate. 
2) For further research, it is hoped that more test samples can be used and that a test environment with consistent 

lighting can be used. 
3) The need to determine the ideal shooting distance to obtain a high level of accuracy. 
4) Font thickness, font type, and font layout greatly affect character detection. Therefore, the font format used 

must comply with police standards. 
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