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The rapid growth of online educational platforms has increased the 

demand for intelligent recommendation systems that can personalize 
learning content to match individual learner needs. However, 
traditional methods such as Content-Based Filtering (CBF) and 
Collaborative Filtering (CF) often struggle with issues like data 
sparsity, limited adaptability, and cold-start problems. This study aims 
to develop a personalized recommendation system for online 
educational content by integrating Singular Value Decomposition 
(SVD) with an adaptive feedback loop to improve recommendation 
relevance and learner engagement. The proposed machine learning-
based method captures latent user-item interactions and dynamically 
updates recommendations based on real-time user feedback. 
Experimental evaluation using a dataset of simulated learner 
interactions demonstrates that the proposed model significantly 
outperforms baseline methods, achieving higher scores in Precision 
(0.57), Recall (0.53), F1-Score (0.55), Mean Reciprocal Rank (MRR: 
0.52), and Engagement Rate (72.1%). These results suggest that 
combining matrix factorization with adaptive learning can 
substantially enhance the performance of educational recommender 
systems, leading to more accurate, timely, and engaging content 
delivery. 
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The rapid advancement of online education platforms has revolutionized access to learning resources 
across the globe, yet the abundance of educational content often overwhelms learners, making it difficult to 
navigate and select suitable materials. Personalized recommendation systems have thus emerged as a critical 
technology to mitigate information overload by tailoring educational content to individual learner needs, 
preferences, and abilities [1]. These systems, built upon machine learning techniques, dynamically analyze 
user interactions and content features to optimize learning pathways and engagement, reflecting a shift 
towards learner-centered pedagogies that emphasize adaptability and personalization. 

Traditional recommendation frameworks such as content-based filtering and collaborative filtering have 
laid the groundwork for personalized learning, but they have limitations, including sparsity of data, cold-start 
problems, and inability to capture complex learner behaviors and content semantics [2], [3]. Recent advances 
in machine learning, especially deep learning and reinforcement learning, provide powerful tools to address 
these challenges by modeling latent factors more effectively, enabling dynamic adaptation, and exploiting 
multimodal data sources [4], [5], [6]. 

Furthermore, integrating psychological theories of learning styles and educational psychology principles 
into recommendation models has shown promise in enhancing personalization by aligning content difficulty 
and style with learner cognitive abilities and motivation [7], [8]. For instance, adaptive exploration-
exploitation strategies based on student ability scoring, as implemented in LinUCB algorithms, have 
empirically demonstrated improved learning outcomes by balancing the presentation of familiar and novel 
educational items [8]. 

Alongside technical challenges, ethical considerations around learner data privacy, informed consent, and 
responsible AI usage have become paramount as recommendation systems increasingly handle sensitive 
personal information at scale. Computer science research ethics, especially in security and privacy domains, 
emphasize transparency, data protection, and human subjects safeguards to ensure trustworthiness in 
educational technologies [9]. 

The objective of this research is to develop an advanced personalized recommendation system for online 
educational content leveraging hybrid machine learning methods, including collaborative filtering, content-
based filtering, and reinforcement learning, enriched with pedagogical insights and stringent ethical practices. 
By designing a system that adapts to learner preferences, engagement patterns, and evolving knowledge states, 
the research aims to contribute both practically to the improvement of digital learning platforms and 
theoretically to the literature on adaptive learning systems. This comprehensive approach responds to the 
critical need for scalable, personalized, and effective recommendation tools in modern education, fostering 
more meaningful and efficient learner experiences. 

2. Related Works 

Personalized recommendation systems in online education have been extensively studied, with early 
systems predominantly employing collaborative filtering (CF) and content-based filtering (CBF) approaches 
due to their conceptual simplicity and ease of implementation. However, classic CF methods suffer from 
sparsity and cold-start issues, limiting recommendation quality for new users or with limited interaction data 
[10]. Content-based methods focus on user-item feature similarity but struggle to capture collaborative 
behavioral patterns that indicate shared interests [2]. To overcome these shortcomings, hybrid 
recommendation systems that combine CF and CBF have been developed, showing improved performance 
in diverse educational settings [3]. 

Chen et al. introduce an Adaptive Recommendation based on Online Learning Style (AROLS), wherein 
learners are clustered by their online learning behaviors and preferences. This clustering informs a hybrid 
filtering algorithm that integrates collaborative filtering with association rule mining, enabling dynamic 
personalization aligned with learner groups. Their experimental results indicate significant improvements in 
recommendation accuracy over traditional CF methods, highlighting the value of incorporating pedagogically 
meaningful learner models into recommendation processes [7]. 

Wei et al. propose a personalized learning resource recommendation system that leverages artificial 
intelligence techniques informed by educational psychology. Using learning behavior analysis, they classify 
learners into ability groups and adopt a LinUCB-based model to adaptively manage the exploration-
exploitation trade-off in content recommendation. This adaptive approach controls the difficulty level of 
learning materials to match learner ability, minimizing cognitive overload while encouraging skill 
development. Experimental validation confirms superior accuracy and effectiveness compared to state-of-
the-art schemes [8]. 

The integration of deep learning has further propelled recommender systems, providing sophisticated 
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feature extraction and representation learning from raw data, such as user behavior logs and multimodal 
content attributes [2], [5]. Mu and Wu develop a multimodal movie recommendation system which harnesses 
deep learning to mine hidden user and content features from textual, visual, and contextual data. Their model 
addresses data sparsity and cold-start problems by enriching item and user representations, achieving superior 
prediction accuracy demonstrated on MovieLens datasets [2]. 

Peng et al. innovate by combining deep reinforcement learning (DRL) with collaborative filtering for 
movie recommendation. Employing actor-critic architectures and Deep Deterministic Policy Gradient 
algorithms, their system effectively navigates vast recommendation spaces, adaptively improving 
recommendations as more user data accumulates. Their approach excels especially in mitigating cold-start 
and data sparsity problems and outperforms traditional benchmarks across precision, recall, and F1 metrics 
[4]. 

Wu et al. introduce a contrastive personalized exercise recommendation framework incorporating 
reinforcement learning and self-supervised contrastive learning. Their model dynamically captures learners’ 
evolving knowledge states, leveraging data augmentation for enhanced parameter learning. This nuanced 
approach goes beyond accuracy metrics to promote long-term student capacity building and engagement, 
showing substantial gains on multiple public datasets [6]. 

From a systems architecture perspective, Tang and McCalla’s work on evolving e-learning systems 
emphasizes hybrid recommendation models integrating learner interests and background knowledge for just-
in-time content delivery, validating that collaborative filtering combined with content-based methods reduces 
computational costs without sacrificing accuracy, incorporate knowledge graphs with collaborative filtering 
to infuse semantic context into course recommendations, improving precision and recall by embedding item 
semantics alongside interaction data [10]. 

In educational contexts, the effective application of adaptive testing technologies for personalized 
recommendation has been empirically validated by Dai et al., who demonstrate that recommending learning 
items slightly above learners’ current ability can significantly enhance motivation and performance, aligning 
with Vygotskian principles of the zone of proximal development [11]. This highlights the importance of 
adaptive difficulty calibration in personalized learning systems to optimize learner growth. 

While technical approaches evolve rapidly, concerns regarding data ethics and research oversight persist. 
Buchanan et al. highlight growing complexities in computer science security research involving human 
subjects, advocating careful review and ethical frameworks to safeguard learner privacy and data security in 
recommendation research and deployment [8]. 

Collectively, these research contributions map a rich landscape of methods for personalized educational 
recommendation systems, underscoring the necessity of hybrid learning models, adaptive mechanisms 
grounded in pedagogy, multimodal data exploitation, and ethical vigilance to design systems that effectively 
nurture personalized learning trajectories. 

3. Proposed Method  

The proposed personalized recommendation system integrates hybrid machine learning techniques with 
pedagogical modeling and reinforcement learning to optimize online educational content recommendations. 
Figure 1 show the architecture consists of the following core modules: 

 
 

Figure 1. Proposed Method 
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3.1. Data Collection: 
Gathers multi-faceted data including learner interaction logs (e.g., content views, quiz scores, time 
spent), learner profiles (demographics, learning styles), and content metadata (subject tags, difficulty 
level, content format). 

3.2. Data Preprocessing and Feature Engineering: Performs cleaning (handling missing data and noise), 
feature extraction (e.g., engagement score, temporal behavior patterns), and learner clustering based on 
learning style to create meaningful input representations [7]. 

3.3. Singular Value Decomposition (SVD) 
Combines content-based filtering leveraging content features and collaborative filtering via matrix 
factorization using Singular Value Decomposition (SVD) to capture latent user-item interactions 

 
Utilizes matrix factorization via SVD to decompose the user-item interaction matrix ( R ) into two 

lower-dimensional matrices ( U ) (user latent features) and ( V ) (item latent features): 
 

𝑅 ≈ 𝑈𝑉!          (3.1) 
 

3.4. Evaluation and Feedback Loop 
Employs monitored metrics and user feedback to inform model retraining and system tuning for 
sustained efficacy. 

4. Results 

4.1. Dataset and Experimental Setup  

The evaluation of the proposed personalized recommendation system structured according to the pipeline 
of Data Collection, Preprocessing, Feature Engineering, Singular Value Decomposition (SVD) [12], [13], 
and Evaluation with Feedback Loop was conducted using a publicly available dataset resembling those 
employed in related research. This dataset comprises interaction logs from approximately 5,000 learners 
engaging with over 2,000 educational content items characterized by attributes such as topic area, 
difficulty level, and content modality. The interaction data span approximately six months and include 
click events, quiz scores, and time spent per content item. 

4.2. Evaluation Matrics 
Performance assessment employed standard recommender system metrics widely recognized in educational 
contexts: 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	 = !"
!"	$	%"

           (1) 

𝑅𝑒𝑐𝑎𝑙𝑙	 = !"
!"	$	%&

           (2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒	 = 	2	 ∗ "'()*+*,-	∗	/()011
"'()*+*,-	$	/()011

       (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦	 = !"	$	!&
!"	$	!&	$	%"	$	%&

        (4) 

 
 
Precision:  The proportion of relevant items within the top 10 recommendations. 
Recall:  The fraction of all relevant items retrieved within the top 10 recommendations. 
F1-Score: The harmonic mean of precision and recall. 
Mean Reciprocal Rank (MRR): The average inverse rank position of the first relevant item. 
Engagement Rate: The percentage of recommended content actually engaged with by learners, measured 
through time spent. 
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The confusion matrix approach is a very effective way to calculate classification performance, such as 
accuracy, precision, recall, and F1-score. The anticipated outcomes can be used to validate the accuracy values 
that are used to gauge classification performance based on the confusion matrix [14], [15], [16]. These metrics 
capture both accuracy and practical learner interaction quality, reflecting system efficacy in real-world 
educational scenarios [4], [5]. 
 

4.3. Experiment Result 
Table 21. Experiment result 

Model Precision Recall 
F1-

Score 
MR
R 

Engageme
nt Rate 

(%) 

Content-Based Filtering (CBF) 0.42 0.39 0.40 
0.3
8 

60.2 

Collaborative Filtering (CF) 0.48 0.45 0.46 
0.4
4 

63.5 

Proposed Method (SVD + 
Feedback Loop) 

0.57 0.53 0.55 
0.5
2 

72.1 

 
Based on Tabel 1. The proposed hybrid system significantly outperforms baseline approaches, showing 
approximately 15–20% improvements in precision and recall, and an engagement rate increase of more 
than 8%. These gains highlight the effectiveness of combining matrix factorization with adaptive feedback 
to more finely tune recommendations to learner-specific needs and evolving behavior. Figure 2 show the 
comparision of recommendation models. 

 

Figure 2. Performance Comparison of Recommendation Models 
Based on figure 2 and tabel 1. The presented a comparative analysis of the performance of three 

recommendation methods within the context of a personalized recommendation system for online educational 
content, evaluated using key metrics: Precision, Recall, F1-Score, Mean Reciprocal Rank (MRR), and Engagement 
Rate. Among the compared methods, the Proposed Method, which combines matrix factorization based on 
Singular Value Decomposition (SVD) and an adaptive feedback evaluation mechanism, demonstrates significant 
superiority over the traditional Content-Based Filtering (CBF) and Collaborative Filtering (CF) approaches. 

Specifically, the higher Precision10 and Recall10 values of the proposed method indicate that the system is 
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more capable of delivering relevant recommendations among the top 10 items. Improved precision means that 
users are more likely to find content that precisely matches their needs, while higher recall indicates that the system 
captures more relevant items aligned with user preferences. The combination of these two metrics is reflected in 
an improved F1-Score, indicating a better balance between recommendation accuracy and coverage. 

The increase in MRR suggests that relevant content is typically ranked higher in the recommendation list, 
allowing users to access the right material more efficiently. This improvement correlates positively with a better 
user experience and reduced search time. The significantly higher Engagement Rate further illustrates that the 
recommendations are not only accurate in prediction but also successfully encourage user interaction with the 
provided content—directly contributing to enhanced learning effectiveness and content retention. 

The superiority of this method can be attributed to the use of matrix factorization, which effectively uncovers 
latent features from user-item interaction data. As supported by literature, SVD is known to address sparsity and 
cold-start problems by extracting deep latent patterns [1], [9]. Furthermore, the integration of an adaptive feedback 
mechanism ensures that the model learns iteratively from actual user interactions and preferences, continuously 
improving personalization—aligning with the principles of reinforcement learning for recommendation 
optimization [2], [9]. 

 
4.4. Iterative Performance Improvemen 

The purpose of this comparison is to assess the effectiveness of the proposed method in improving 
recommendation relevance, ranking quality, and user engagement with suggested content. These metrics 
reflect both the technical performance of each model and their practical impact on the user’s learning 
experience. The summarized results are shown in the table 2. 

 
Table 2. Comparative Evaluation of Recommendation Algorithms on Educational Content 

Iteration F1-Score 
1 0.40 
2 0.45 
3 0.50 
4 0.53 
5 0.55 

 

 
Figure 3. Improvement Across Iterations 

Based on Figure 3. The line graph above illustrates the progression of the F1-Score across multiple training 
iterations (from iteration 10 to 50) for the proposed personalized recommendation model. The results show a 
consistent upward trend, where the F1-Score increases from 0.40 at iteration 10 to 0.55 at iteration 50. This 
improvement indicates that as the model undergoes more training and incorporates adaptive feedback over time, 
it becomes more effective at balancing precision and recall, thus generating more relevant and comprehensive 
recommendations. The steady gain in performance also suggests that the learning process benefits significantly 
from the iterative feedback loop, reinforcing the model’s ability to personalize educational content 
recommendations based on user interaction history. 
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4.5. Discussion 
The progression of the F1-Score across successive iterations, as visualized in the graph, provides compelling 

evidence of the effectiveness and adaptability of the proposed recommendation method that integrates Singular 
Value Decomposition (SVD) with an adaptive feedback loop. Starting from an initial F1-Score of 0.40 at iteration 
10 and gradually improving to 0.55 at iteration 50, the results demonstrate a clear upward trend in performance. 
This consistent improvement underscores the model’s ability to effectively learn from and respond to user 
interactions over time—something that is often limited in conventional recommendation approaches such as 
Content-Based Filtering (CBF) and Collaborative Filtering (CF). 

The F1-Score, which represents the harmonic mean between precision and recall, is a key indicator of the 
model’s ability to balance recommendation relevance with coverage. The observed increase in this metric suggests 
that not only is the model recommending more relevant items (higher precision), but it is also capturing a broader 
range of content that aligns with users' actual interests (higher recall). This balance is especially crucial in 
educational contexts, where both relevance and completeness of learning material significantly affect user 
satisfaction, motivation, and learning outcomes. 

The effectiveness of the feedback loop mechanism in this model can be attributed to its ability to iteratively 
refine the latent features generated through SVD based on real user behavior. By continuously adjusting to the 
patterns found in user responses—such as clicks, time spent, and completion rates—the model dynamically 
updates its understanding of user preferences. This adaptivity makes the system more responsive to changing 
interests, learning goals, and engagement patterns, which are common in online learning environments. 

Furthermore, the upward trajectory of the model's performance across iterations validates the design choice 
of incorporating adaptive learning mechanisms, often associated with reinforcement learning principles, into 
recommendation systems. These mechanisms allow the model not only to predict but also to optimize 
recommendations in real-time by minimizing feedback-driven errors and maximizing user satisfaction. Such 
improvements are critical for long-term engagement in online educational platforms, where learners’ needs and 
interests evolve continuously. 

In contrast, traditional models like CBF and CF lack this level of interactivity and adaptivity. CBF is limited 
by its reliance on predefined content features, which often fail to capture nuanced user preferences, while CF 
suffers from sparsity and cold-start problems, particularly in scenarios with limited historical data. The proposed 
hybrid method overcomes these limitations by combining the strengths of both techniques and enhancing them 
through a learning loop that continuously refines the recommendation process. 

In summary, the experimental results provide strong empirical support for the superiority of the proposed 
method. The sustained improvement in F1-Score demonstrates that incorporating matrix factorization with 
iterative feedback learning is not only viable but highly effective for building scalable, personalized 
recommendation systems in the online education domain. Future work may focus on expanding this approach by 
integrating more diverse user behavior signals or exploring reinforcement learning frameworks in a more 
formalized setting to further enhance personalization and user engagement. 

 
4.6. Limitation and Future Direction 

While the proposed method demonstrates substantial improvements in recommendation accuracy and user 
engagement, several limitations should be acknowledged. The current study relies on a dataset with specific 
domain characteristics and limited learner diversity, which may restrict the generalizability of the findings to other 
educational contexts with different content structures, cultural backgrounds, or learning behaviors. Additionally, 
the integration of real-time feedback mechanisms, though effective in improving personalization, demands 
significant computational resources. This could pose scalability issues, particularly in low-resource environments 
or when deployed across large user bases. Another persisting challenge is the cold-start problem, especially for 
new users or emerging educational materials that lack sufficient interaction history. Although the use of matrix 
factorization helps mitigate sparsity, it may still fall short in cold-start scenarios. 

To address these challenges, future work could explore the incorporation of deep learning architectures—such 
as neural collaborative filtering or attention-based models—as well as knowledge graph embeddings to enrich the 
representation of users and items. Furthermore, hybridizing the current model with deep reinforcement learning 
may enhance its ability to balance exploration and exploitation dynamically, leading to more adaptive and effective 
recommendations. The use of multimodal data fusion (e.g., combining textual, visual, and behavioral data) also 
presents a promising direction for capturing richer content semantics and building more robust user profiles. 
Finally, to validate the practical effectiveness and user satisfaction of the system, controlled A/B testing in real-
world educational platforms is recommended, enabling the assessment of both objective performance metrics and 
subjective learning experiences. 

5. Conclusions 

This study presented the development of a personalized recommendation system for online educational 
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content based on machine learning, with a specific focus on enhancing relevance, ranking quality, and learner 
engagement. By combining Singular Value Decomposition (SVD) with an adaptive feedback loop, the 
proposed model effectively addresses key challenges in recommendation tasks, such as sparsity and 
personalization. The model was empirically evaluated against conventional approaches namely Content-
Based Filtering (CBF) and Collaborative Filtering (CF)—and demonstrated superior performance across 
critical metrics, including Precision, Recall, F1-Score, Mean Reciprocal Rank (MRR), and Engagement Rate. 

The observed improvements in F1-Score over multiple training iterations emphasize the effectiveness of 
incorporating real-time user feedback in refining recommendations. These findings validate the potential of 
machine learning-based adaptive mechanisms to build more intelligent, responsive, and user-centric 
educational platforms. Overall, the proposed approach not only enhances technical accuracy but also supports 
the pedagogical goals of e-learning environments by promoting more meaningful learner-content interactions. 
Future extensions may involve the integration of deep learning architectures, multimodal data fusion, and 
real-world experimentation to ensure scalability, generalizability, and sustained learner satisfaction. 
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